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Abstract

This thesis introduces the AgriSenseBox, a Web of Things integrated Sensor Plat-
form for Precision Agriculture. Based upon open hardware, the AgriSenseBox
provides a web server containing a RESTful interface. The sensor platform is de-
ployable in the field and makes sensor data processable without caring of differ-
ing formats. The AgriSenseBox is encoding its measurements as JSON using the
structure proposed by O&M and hands out links to descriptions of the attached
sensors. Following the principles of the WoT, sensor data is browseable by using
web standards, such as HTTP and URI.
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1 Introduction

1 Introduction

The evolution of microcontroller platforms is continuously advancing. Open hardware
projects like Arduino1, Netduino2 or nanode3 are cheap and can be programmed to
fit needs without previous knowledge of microcontroller-programming. An interested
community of enthusiasts is the engine behind those projects. The renunciation of
black-boxed hardware enables professional and even amateur developers to change
the hardware for their own goals and to improve it. Existing hardware is enhanced
and extended. Like in open source software, information about those extensions is
brought back to the community. Most of these open hardware platforms are capable
of providing open standards like TCP/IP or HTTP and therefore are able to serve as
content-generators (pushing data to services like pachube4) or even hosting data as a
web server [24].

With the open hardware movement and the internet-enablement of hardware, the
Internet of Things (IoT) has arrived at the sensor-markets [3]. Micro web servers can be
able to provide RESTful services [22] as well as deliver all sorts of Internet Media
Types (MIME) and even work as file servers. Using these standardized methods,
the hardware can be fully integrated into the web, expanding the IoT to the Web of
Things (WoT) [23]. Limited in Random Access Memory (RAM), Read-Only Memory
(ROM) and bandwidth they are not the best option to serve massive metadata-refined
Extensible Markup Language (XML) documents, but they are capable of describing
the basic attributes of an attached sensor in a more lightweight, text-based format.
Data gathered by the devices is in most cases neither annotated nor metadata-refined.

1.1 Use Case

Agricultural methods can be improved with better understanding of the surrounding
environment. Manuring and moistening of plants can be fitted to values where max-
imum crop is possible. In ecology the (primary) location factors are defined as light,
temperature, availability of water, chemical substances (nutrients) and mechanical in-
fluences (wind, fire, animals)[19, p.415]. Optimal location factors lead to optimal plant
growth. Therefore in agriculture knowledge on brightness, temperature, soil moisture,
soil carbon and nitrogen is important to support good growth of plants. Oerke et al.
[32] define Precision Agriculture or Precision Farming as an

1http://www.arduino.cc
2http://www.netduino.com
3http://www.nanode.eu
4http://www.pachube.com
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“agricultural management system using computerized information tech-
nologies (IT) – global navigation satellite systems (GNSS), geographic in-
formation systems, remote sensing devices, data management systems and
telecommunications – for optimal use of nutrients, water, seed, pesticides
and energy in heterogeneous field situations.”

A network of, possibly location-aware, small wireless sensors, with low power con-
sumption is able to provide that information [5]. The resulting data can be used
to create an interpolation map of the indicators [11]. Reasoning from this informa-
tion helps in decision making and leads to improvements in watering, manuring and
harvesting. In an agricultural environment an agriculturist needs to make the right
decisions and act correspondingly to produce maximal crop. The data collected by a
sensor network is supposed to support him in decision making. In an autonomous
agriculture system the system would make decisions based on the collected data and
might even act accordingly, for instance by turning on the sprinklers to moisturize the
area of interest.

1.2 Motivation

Currently, there are a lot of research projects which evaluate related technologies, like
wireless transmission protocols [37], routing-protocols [1] and power consumption
[29] of sensor networks. In most cases the raw sensor data is transmitted by the
sensor platform to a gateway, processed and sent to applications which are using the
data. When accessing the platform between gateway and sensor platform it remains
unclear what kind of data is sent, how it is formatted or how it is accessed. Data
translation and annotation is done in the gateway or even later during data processing.
Solutions for annotating sensor data directly on the sensor platform in the field are
still missing or very rare. When not knowing the properties of a sensor platform, it
is complicated to find out which sensors are provided and how the sensor data can
be accessed. Adding the WoT paradigm to this situation would make each sensor
platform a thing which is directly connected to a network and using web standards to
access the sensor data [23]. This could also provide a solution for the data and sensor
annotation problem.

The goal of this thesis is to carry the paradigms of the Web of Things into the ap-
plications of precision agriculture. Web-enablement should simplify the integration of
sensor platforms into applications. Less complications in accessing sensor data from
a sensor platforms should occur, as the platforms should be using common web stan-
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dards to provide the data. In dependence on the similar SenseBox-project by Bröring
et al. [10], the developed sensor platform is called AgriSenseBox.
In this thesis a location-aware sensor platform is developed, which is capable of sens-
ing some of the indicators for plant growth, mentioned in the use case. Each sensor
can be annotated with sensor descriptions; each measurement is annotated with meta
data describing the measurement. A sensor platform in agricultural use can be ex-
posed to rough physical conditions like extreme temperatures, floodings or impacts.
It has to be resistant against those. In the field, configuration of a sensor platform
is not possible, the platform should be pre-configurable and should consume a little
amount of power, to decrease maintenance time.

1.3 Structure

This thesis is organized as follows; Section 2 provides background information on
differences between IoT and WoT as well as fundamental models of sensor networks
and combinations of WoT and sensor systems. In Section 3, the process of integrating a
sensor platform into the Web of Things is presented. Section 4 describes the hard- and
software which is used and/or developed to create a location-aware sensor platform.
Section 5 applies the use case to the developed solution, discusses the outcomes and
focuses on limitations. The thesis closes with an evaluation of the solution, a brief
overview of future work and a conclusion.

6
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2 Background

This section illuminates the background of this thesis. It is going into the Internet
of Things and the Web of Things, including an introduction into Representational state
transfer (REST), furthermore it addresses sensor networks and common methods of
data designation.

2.1 IoT & WoT

The term Internet of Things has first been used in a paper by David Brock in 2001 [38].
It describes a concept in which the world of real, physical things is integrated into the
virtual world of bits and bytes. The term Web of Things describes the evolution of the
IoT [10]. It integrates web standards [23] and user-centering [38] into the concept.

2.1.1 Internet of Things

The term Internet of Things describes a mash-up of the real world and the virtual
world. It embeds the technologies of identifying and locating as well as interacting
with sensors and actuators. When necessary hardware got cheaper, the IoT increased
relevance in industrial use-cases [38]. The IoT is build by using “autonomous smart
objects” and resulting networks of those [40]. The CERP-IoT [12] (Cluster of European
Research Projects on the Internet of Things) provides a definition stating that the IoT
is “dynamic, global, self configuring” and “inter operable”. Physical and virtual objects
are “identifiable” and “physical attributes have virtual personalities” [12]. The result are
everyday objects, which are embedding computers to bring information on-line [23].
IoT services are often embedded into custom solutions, which requires extensive time
and expertise [23].

2.1.2 Web of Things

The Web of Things can be treated as the evolution of the IoT [10]. It extends the Internet
of Things by using web-standards such as REST. The concept of the WoT is to make all
“things” speak the same language, which leads to an renunciation from the expensive
custom solutions of the IoT concept. In the concept of the WoT, tiny web servers are
embedded into everyday objects, which were turned into “smart things” [24]. The
WoT is intended to be user-friendly. Context of smart things can be displayed on web
pages, which can even be used to control the configuration of the smart thing.

7



2 Background

Representational State Transfer (REST) Representational state transfer is an archi-
tectural style of the web [17]. REST is using the Hypertext Transfer Protocol (HTTP) [16]
and Uniform Resource Identifier URI [8]. Hypertext Transfer Protocol (HTTP) is an ap-
plication protocol for data transportation. It is making use of requests and responses
between a client and a server. A URIs consists of characters which identify a resource.
The identifier contains the address (i.e. an IP-Address) or a placeholder for an address
(i.e. a domain name) which specifies the host of an information. Uniform Resource
Identifiers (URIs) identify a resource which is the “conceptual target of a hypertext
reference” [17]. REST interactions are stateless. Each request contains all necessary
information for the server to create a corresponding response. Representational state
transfer (REST) includes the paradigm of representation. The server has to be capable
of submitting different formats of the data element.

Methods of Data Access on Smart Devices The “RESTification” of a thing can be
achieved in two methods, a direct –where each thing is directly connected to the web–
and an indirect one –where a gateway is an intermediate layer between the web and
the things [23]. The methods are depicted in figure 1a and 1b
According to Guinard & Trifa [23] direct-RESTification can be applied on web-enabled
devices. Each device integrates a web server and uses a RESTful architecture to
make data accessible. Indirect-RESTification or gateway-RESTification is used to inte-
grate things which are not web-enabled by default. The things offer their data to a
gateway which is an intermediary layer between the web and the things. The gateway
is web-enabled and works as a web server using a RESTful architecture. The things
exchange information with the gateway, which then transforms the information into
web deliverable data.

2.2 Sensor Networks

Sensor networks consist of sensor nodes, which are capable of measuring factors of
their environment. In a sensor network a sensor measures a value and sends this
information to a final node, which is capable of processing the value [36]. According
to Sohraby et al. [36] typical applications are data collection, monitoring, surveillance and
medical telemetry. Methods of interaction of the sensor network with its environment
are sensing, control and activation. Sensor networks consist of two to many sensors and
use network topologies to exchange their data [15]. These topologies consist of at least
three types of nodes. End nodes – which are typically referred as sensors –, Routers
–which exchange information between devices– and a single Coordinator – which is
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a: Access via a Gateway b: Direct Access

Figure 1: Data access on smart devices

controlling the network [15]. At least two types of information exchange can be noted.
One the one hand there is the single-hop method, where a sensor pushes its data
directly to a processing node (Router or Coordinator), on the other hand, there is the
multi-hop method, where a sensor pushes data to an other sensor which forwards this
data to a processing node.
In a Sensor Web according to Delin & Jackson [14] this principles are extended by
the matter, that sensors are intra-communicating in order to optimize the setup of
the sensor web or to react on changing conditions. Sensors could even explore their
environment by moving around [14].

In both concepts, data is sent from nodes (sensors) to primary nodes (gateways),
which distribute the data to other nodes and processing devices. It is reasonable that
primary nodes have to be more powerful than convenient nodes, as they have to be
able of storing and forwarding data.

2.2.1 Combination of IoT / WoT and Sensor Networks

This part describes some already existing projects of the Internet of Things (IoT) and
Web of Things (WoT) which are combining the principles of IoT and WoT with sensor
networks.

The goal of the CoolTown project of Hewlett-Packard Laboratories, was to create
a platform for ubiquitous computing. They made things accessible by Uniform Re-
source Locators (URLs) and grouped physically related things to be represented by
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web servers [27, 26]. Another project is the commercial platform Pachube, which is
a web-based service, used to manage and share real time data. Pachube is an IoT
application, which is very similar to the WoT concept and uses an Application Pro-
gramming Interface (API) to share the data collected by its users. Currently over
100000 data streams are active [34].
A third project has recently popped out of the nowhere. The platform koubachi5 cre-
ated a Wi-Fi sensor for indoor use, which can be attached to a plant. The sensor trans-
fers measurements to a web service where the species of the plant is registered. The
web service analyzes the data and hands out advices or alerts to optimize plant care
[28]. One of the main differences of the koubachi project to this thesis can be found
in genericness. Whilst koubachi concentrates on the implementation of soil-moisture,
brightness and temperature sensors, the AgriSenseBox can be equipped with an in-
definite variety of sensors. In addition, data can not only be pushed to one single web
service but can be pulled from the AgriSenseBox by a plethora of different services.

SenseBox The objective of the SenseBox project was the creation of a generic sensor
platform which is easy to deploy. The SenseBox is web enabled and uses a RESTful
API to access the observed data. It uses a full scale computer, including web server and
database, which is deployed in the field. Sensors are attached to an Arduino-device
which transforms the measurements and transmits them to the computer. Measure-
ments are processed by the computer, stored in the database and made available with
the web server through a RESTful API [10]. Compared to the projects mentioned be-
fore, the SenseBox was especially designed to fit into the paradigms of the WoT.
In contrary to the solution provided in this thesis, the SenseBox requires a full scale
computer to work. In addition it is offering a large amount of storage and advanced
data management capabilities. The AgriSenseBox could be considered as a more
lightweight offspring of the SenseBox concept, which does not require powerful hard-
ware and a lower amount of power.

2.2.2 Data-Designation In Sensor Networks

This section will concentrate on possible methods of data designation and annotation
which can be used in this thesis. It illustrates the XML-based provider-centric Sen-
sorML, the newer StarFL and gives an introduction into the user-centric Observation
& Measurements.

5http://www.koubachi.com
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OGC SensorML The Open Geospatial Consortium (OGC)6 Sensor Model Language
(SensorML) provides a framework which is capable of designating the “geometric, dy-
namic, and observational characteristics of sensors and sensor systems” [33]. SensorML
is encoding this designations in XML. The model language is used to describe sen-
sors, which can be dynamic or stationary. SensorML focuses on description of sen-
sors, providing sensor information for observation discovery, processing and analysis
of observations and process description. SensorML is flexible, and allows modelling
of sensors in many ways. [33, 21]

StarFL The Starfish Fungus Language (StarFL) follows a more restrictive approach
than the generic SensorML. It is modularized and consist of three modules, the Static
Module, the Dynamic Module and the optional Common Module. The Static Module
combines all information typical for a certain kind of sensor, like a datasheet; it can be
used by many different sensors. The Dynamic Module models the alignment of the
sensor to time and space; it is unique for each sensor and can contain a link to the
Static Module. The objectives of StarFL are sensor and process description. [31]

Observation & Measurements The OGC Observations & Measurements (O&M) model
is used for representing and exchanging results. An observation is an event, that oc-
curs at a certain spatio-temporal position and generates a value for the observed phe-
nomenon. In addition O&M is able to describe other properties of the measurement,
for example the procedures which where used or the quality of a measurement. [20]

2.3 Precision Agriculture

In the following section existing applications of sensor networks in precision agricul-
ture are presented.
In 2005 Baggio [5] proposed a setup for “wireless sensor networks in precision agricul-
ture”. Baggio used a gateway approach, without web services. Data is sent from the
sensor to a router node which forwards data to the next router until the data reaches
a coordinator device [5]. Allen et al. [2] use a sensor network to measure and monitor
soil organisms and describe how to array sensor networks to measure soil dynamics.
AgroSense [35] is a project, where a wireless sensor network was build to relay real time
data of environmental properties. The project focused on application of enhanced data
routing algorithms [35]. SoilNet [9] focuses on real time monitoring and estimation of

6http://www.opengeospatial.org/
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soil water content. SoilNet has already started a large scale manufacturing of the sen-
sors which are used in their wireless sensor network [9]. Liqiang et al. [30] built a
wireless sensor network for crop monitoring by using IoT paradigms. In addition to
common sensors, they attached a camera to determine crop growth [30].

All mentioned projects have in common, that they do not include a web server
into the sensor platform which is deployed in the field. In addition, neither data nor
sensors are annotated in a way which is sufficient for sensor and data recognition.

12
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3 Applying the WoT Approach to the Sensor Network

In this chapter the approach for integrating a sensor platform into the Web of Things
is depicted. Furthermore the term sensor platform –as used in this thesis– is elucidated
as well as the requirements for a WoT integrated sensor platform are stated.

3.1 Terminology

In this thesis, sensor and sensor platform are major terms. In order to understand the
concepts shown in this thesis, it is necessary to understand the meaning of each term.

The term sensor is understood as a device based upon an electric circuit which is
capable of measuring a property and converts this measurement to a data signal [7].
This signal can be interpreted by an additional electronic component.

Figure 2: Sensor Platform

A sensor platform (as shown in figure 2) is a
socket for one to many sensors. Sensors can be
connected to it. It supplies power for the at-
tached sensors and interprets the signals which
are emitted by the sensors.

The sensor platform can have persistent stor-
age capabilities to store the measured values, as
well as the ability to decide and act based on the
measurement. A sensor platform aggregates the
measured information and converts the signals
coming from the sensors into a common format.
This aligned signal format can be read by a sensor
platform client. In addition, the sensor platform
can offer the possibility of remote configuration
and remote control.

3.2 Requirements

The technical design of the sensor platform needs to be stamped by low power consump-
tion, because the sensor platform might be used in an area where no power connection
is available. In this, possibly remote, area a robust case is needed to protect the sensor

13
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platform from external influences, like extreme temperatures or impacts. Autonomous
behaviour of hard and software is required to minimize maintenance time. Each sensor
platform has to be simple to deploy into an area of interest. As a matter of cause, the
platform has to be capable of translating sensor data of different sensors into a com-
mon format. This data has to be accessible from remote. To fit the use case of precision
agriculture, the platform has to be equipped with sensors, which are able to measure
the location factors of a plant. Sensors must be capable of being integrated into the
sensor platform with ease. A flexible method of mounting various sensors into the
AgriSenseBox supports the genericness of the platform. This genericness supports the
use of the platform in use cases different from precision agriculture.

The integration into the Web of Things makes it necessary that the platform is always
connected to a network, which consequently results in higher power consumption on
network interfaces as if the platform would only connect intermittently. In a Web of
Things-integrated sensor network, the sensor platform comes with an integrated web
server. Each sensor platform must have an unique address where data, which has been
aggregated by the platform, can be requested. As the sensor platform is connected
to a network, every client, which is also connected to this network, can access the
measured data by accessing the given address. Unfortunately, the address does not
lead to doubtless understanding of the dataset. Without detailed knowledge about the
sensor platform that is currently accessed, the client still needs additional information
about the dataset, because elements such as the unit of measurement or the accuracy
of the measurement are unknown. It can be stated that a thing is useless as long
as it remains unidentified. This confirms the need for a possibility to annotate the
aggregated information. As a thing, the AgriSenseBox has to be capable of identifying
itself and the connected sensors. Sensor data has to be annotated by describing the
measurement and the sensor in an approved manner. These thoughts lead to the
requirement of Data Annotation.

3.3 Design

The AgriSenseBox is supposed to be designed in a flexible easy-to-use manner. Each
platform has a connection to a network which supports addressing of a network node,
for instance the internet. These connections can be achieved with wired solutions like
Local Area Networks (LANs) or wireless solutions such as Wireless Local Area Net-
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works (WLANs) and Wireless Wide Area Networks (WWANs) which are commonly
known as Universal Mobile Telecommunications System (UMTS) or Long Term Evo-
lution (LTE). WWAN-solutions often cause special problems. These problems are
mentioned in the limitations-part in section 5.2.1. Because of the mentioned problems,
this thesis focused on the use of WLAN and LAN connections, only. The scope of
access to the data can be regulated by choosing the network properties. Platforms
which are integrated into a private LAN, whose data is not routed to the internet can
only be queried in this private LAN. Platforms in a global company-network might be
accessible from any place in this company-network, but not from the internet. Others
are directly connected to the internet and can be only accessed if a connection to the
internet is available. Each platform is directly connected to the network. No addi-
tional gateway is needed to access and transform the platform data, the chosen design
paradigm corresponds to the concept of WoT which was presented in section 2.1.2.
More information on routing and connecting things in networks can be found online,
for example on the website of Juniper Networks7.

The AgriSenseBox is designed to offer querying of data only. Therefore the platform
is not pushing data to any service, instead it becomes a service itself. Pushing data to a
web service requires knowledge of its address. As a sensor platform might last a long
time, the address of the receiving service could change and has to be reconfigured on
the sensor platform.

Data can be queried from the platform by accessing the address of the platform
(which could also change). To receive data, the address of a sensor platform has to
be known. There are at least two ways to do so, this is depicted in section 5.1, as
well as a possibility to deal with changing sensor platform addresses. The address of
the AgriSenseBox is be expressed by an URI. The sensor platform uses a fixed URI-
scheme, which is depicted in section 3.3.4.
It is reasonable, that the content which is provided through this URI is the primary
entry point for data retrieval from the WoT integrated sensor platform. The primary
entry point serves as an index listing URIs to all available sensor resources and URIs
to their descriptions. The data provided behind the entry-point is depicted in figure
12 and described in section 4.3.

7https://learningportal.juniper.net/juniper/user_activity_info.aspx?id=769

15

https://learningportal.juniper.net/juniper/user_activity_info.aspx?id=769


3 Applying the WoT Approach to the Sensor Network

3.3.1 Use Case

To be used in an agricultural environment, the sensor platform requires interaction
with the agriculturist. Of course, this requires additional amount of work, but the
agriculturist is compensated with frequent information on the growth conditions of
the crop. This supports in decision making and might accelerate acting. Accelerated
acting leads to making early improvements of the growth conditions which can max-
imize crop productions or reduce the probability of crop shortfall (i.e. recognition of
watering requirements when a drought is about to begin). In figure 3 the possibilities
of interaction between agriculturist and sensor platform are depicted. The possible
interactions are:

• Add sensor
• Temove sensor
• Alter sensor properties
• Deploy sensor platform
• Undeploy sensor platform
• Get data
• Maintain sensor network
• Decide
• Act

In order to act the agriculturist has to decide what he wants to do. To derive the cor-
rect decision he needs to get data from the sensor platform, which implies that the agri-
culturist has already deployed a sensor platform in his area of interest. Once deployed,
a sensor platform is running autonomous in the field. Multiple sensor platforms are
combined in a sensor network which can be maintained by the agriculturist. Amongst
other things, maintaining a sensor network includes the inverse operation of deploying a
sensor platform: undeploy a sensor platform. Each sensor platform needs to be equipped
with sensors fitting the application scenario. It follows, that add sensor describes the
process of adding a specific sensor to the platform and remove sensor describes the
opposite. Alter sensor properties describes the operation of changing sensor-specific set-
tings, the sampling interval for instance. Once the sensor platform is deployed, the
platform tries to locate itself by using the GPS-signal and to connect to the attached
network. When booted up properly, sensor data can be harvested from the sensor
platform.
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Figure 3: Use Case

3.3.2 Hardware Design

The platform needs possibilities to connect sensors to measure the location factors of
the platforms domain. To locate the platform in the real world, the platform must be
able to determine its geographic position. Connecting the AgriSenseBox to a network
requires a networking interface. Operating the sensor platform requires power. These
requirements lead to hardware design. The hardware of the AgriSenseBox can be
divided into five units: Sensors, Network, Position, Power Supply, and a central Core
which connects all units. These five units are represented by a Main Unit (MU),
which is the central processing point of the sensor platform. It can control all units,
except the power supply. A Connectivity Unit (CU), which is taking care of connecting
the sensor platform to a network. Data is exchanged between Main Unit (MU) and
Connectivity Unit (CU). A Positioning Unit (PU), which acquires the geographic and
temporal position of the platform and a Power Supply Unit (PSU) as well as a set of
Sensors. Figure 4 shows the interplay of the hardware components.
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Figure 4: Interaction of the hardware units of the AgriSenseBox

3.3.3 Software Design

To match configuration and integration needs of the units8, the software is divided
into four components. The first component is a Sensor Component, which configures,
integrates and manages the connected sensors. Second of all, a Position and Time Com-
ponent which integrates the Positioning Unit and serves as a clock. Third of all, a Web
Service Component, configuring the networking capabilities of the AgriSenseBox and
providing a web server. The fourth component is the programming of the Main Unit
which is designated as the Main Component. Figure 5 gives an overview of the used
components.

Figure 5: Software Components of the AgriSenseBox

8Except the power supply unit. It neither needs integration nor configuration
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3.3.4 URI-Scheme

The sensor platform supports listing of all connected sensors and the retrieval of their
sensor data. Connected sensors are listed at the entry point of the sensor platform.
Sensor data is returned when accessing the corresponding resource. The pattern of
the URI-Scheme is defined as:

http ://< sensor platform address >/<sensor−id >/<method>

<sensor platform address> is the entry point of the sensor platform. It provides a collec-
tion of sensors which are attached to the platform.
<sensor−id> refers to an identifier for a specific sensor. When accessed this resource
should list a collection of all available methods applicable for this sensor.
<method> stands for the method of interaction with the sensor. For example “data/”
would list the measured data. At the current state of work, only listing of data is
implemented. Therefore the sensor platform lists the sensor data as default, when
the resource <sensor−id> is accessed. This listing has to be corrected when additional,
more complex methods, like configuration or calibration, are added in the future.
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4 Implementation of the AgriSenseBox Sensor Platform

To describe the prototypical implementation of the sensor platform, hard- and soft-
ware configurations are described in this section. At the current state of work, the
hardware is divided into units, which can be exchanged in a flexible way. In future,
all hardware, except the power supply, could be fitted to one single Printed Circuit
Board (PCB), to minimize the dimensions and number of plug and socket connec-
tions.

4.1 Hardware

This section describes the hardware chosen to build the prototypical sensor platform.
It picks up the suggested five unit design of the previous chapter.

4.1.1 Main Unit

The Main Unit (MU) of the sensor platform is an Arduino Mega 25609 (figure 6) which
provides an ATmega256010 microcontroller. The microcontroller is operating at 5 V,
and offers 8 Kilobytes (kB) of RAM and 256 kB of flash memory which is used to
store the programming of the sensor platform. The microcontroller works with a
clock speed of 16 Mega Hertz (MHz), which is similar to the early central processing
unit Intel i386DX, commonly known as “the 386” from 1985. The MU has 54 digital
in- and outputs, and can operate with up to 16 analog inputs as well as with four
Universal Asynchronous Receiver/Transmitterss (UARTs) [4]. Arduino offers some
other cheaper models, unfortunately those do not provide sufficient RAM and ROM.
The MU is the center of the AgriSenseBox. Almost all actions supported by the sensor
platform are defined in the software of the MU. Still there might be components which
cannot be configured from the MU.
Sensors are connected to the digital and analog inputs of this piece of hardware. The
MU aggregates the different outputs of the sensors and converts them into the same
data format, according to the definition of a sensor platform in section 3.1.

9http://www.arduino.cc
10http://www.atmel.com/devices/ATMEGA2560.aspx
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Main Unit

RAM 8 kB
FLASH 256 kB
Clock 16 MHz
Digital I/O 54
Analog In 16
UARTS 4
Price 41.00 EUR

Table 1: Specification of the Main Unit

Figure 6: Arduino Mega 2560

4.1.2 Connectivity Unit

The second unit is the Connectivity Unit (CU). It is based on an Arduino Ethernet Shield
(figure 7). This shield offers the possibility of a 10/100 Mbit s−1(Megabits per Second)
ethernet interface. The shield provides a Wiznet W510011 chipset which supports a
network stack capable of Transmission Control Protocol (TCP) and User Datagram
Protocol (UDP). Due to this network stack the shield can serve as a web server or post
data to web services like Twitter12. Four simultaneous network sockets are possible.
It does not support the new addressing scheme Internet Protocol version 6 (IPv6) [41].
The CU provides the hardware needed for the MU to work as a web server and is the
interface of the sensor platform towards the network. The ethernet shield provides
a slot for a micro SD card. With this slot it is possible to store measurements on a
non-volatile memory card. The CU can be extended with a wireless bridge to make
WLAN available on the sensor platform. This has been done with a Vonets VAP11G13

wireless bridge. The CU should be optimized to offer native WLAN. This might be

11http://www.wiznet.co.kr/Sub_Modules/en/product/Product_Detail.asp?pid=1011
12http://www.twitter.com
13http://www.vonets.com
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possible soon: A WLAN-Ethernet Shield is currently under development at Arduino
[6].

Connectivity Unit

Speed 10/100 Mbit s−1

TCP yes
UDP yes
IPv4 yes
IPv6 no
Sockets 4
Price 27.73 EUR

Table 2: Specification of the Connectivity Unit

Figure 7: Arduino Ethernet-Shield with SD reader

4.1.3 Positioning Unit

The geographic position of the platform is determined by using a Positioning Unit
(PU). The Positioning Unit (PU) consists of a Globalsat EM-40614 Module (Figure 8).
This module uses a Global Navigation Satellite System (GNSS) for positioning, in this
case Global Positioning System (GPS). The EM-406 is a low-cost GPS engine, support-
ing the NMEA-018315 data protocol. According to the hardware specification of the
module, it supports Wide Area Augmentation System (WAAS) and European Geostation-
ary Navigation Overlay Service (EGNOS) to increase positioning accuracy. The datum
of the acquired position is WGS-84 [39]. The second output of the positioning unit is

14http://www.globalsat.co.uk/product_pages/product_em406.htm
15http://www.nmea.org/
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the current time in Coordinated Universal Time (UTC) also known as Greenwich Mean
Time (GMT) or Zulu-Time (Z). The PU is an important component on a mobile sensor
platform to get the spatio-temporal position of the platform. On a stationary platform
it can be replaced by a clock and a hard-coded position. It is arguable that a GPS
device is a collection of various sensors, because it is measuring more than one feature
at a certain point of time. This thesis treats the GPS as one single device and not as an
attached sensor, because it is a crucial part of the sensor platform.

Positioning Unit

Datum WGS-84
Format NMEA-0183

WAAS / EGNOS
Price 38.49 EUR

Table 3: Specification of the Positioning Unit

Figure 8: Positioning Unit of the AgriSenseBox

4.1.4 Power Supply Unit

The last component is the Power Supply Unit (PSU) of the device. To run the sensor
platform autonomously a solar cell was chosen (figure 9a). Solar cells operate on
principles of the photovoltaic effect and convert energy of the light into electric energy.
The chosen cell has an output of 12 V and produces 10 Watt (W). During bright
daylight, the cell produces more energy than needed to operate the platform. The
excessive energy is buffered in a battery, which is powering the platform in times of
insufficient (sun)light or at night. A charging controller (figure 9b) makes sure that the
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battery is not overloaded or deep discharged, to guarantee a longer battery lifetime.
If the battery is discharged, the sensor platform fails and powers off. The components
of the Power Supply Unit (PSU) can be seen in 9.

Power Supply Unit

Power 10 W
Voltage 12 V
Capacity variant
Price 48 EUR

Table 4: Specification of the Power Supply Unit

a: Solar panel b: Charge Controller

Figure 9: Power supply of the AgriSenseBox

4.1.5 Sensors

To match the use case, the sensor platform has to be equipped with sensors. A tem-
perature, a light-intensity and a soil-moisture sensor have been chosen for this ap-
plication. Temperature is measured by a digital thermometer (DS18B20 by MAXIM),
light-intensity is measured with a photoresistor using the effect of photoconductivity,
and the analogue inputs. The output of the photoresistor is a value between 0 and
1000. Soil-moisture is measured with a self-made resistive-soil-moisture-sensor, follow-
ing the instructions given by [18]. The sensor-circuit consists of two electrodes and a
resistor. The electrodes are shown in figure 10b. In combination this can be used as
a voltage divider. With a voltage divider the soil-resistance can be deduced, which
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depends on soil-moisture. Soil resistance is also depending on soil temperature [18].
The soil temperature is not measured with this platform. Therefore Soil-moisture data
has to be considered as inaccurate in this case. As one electrode has a higher electric
potential than the other and there is only direct current, the sensor is prone to elec-
trolysis. All sensors are connected to a Sensor Shield (figure 10a) which is interfacing
the sensors and the MU.

a: Sensor Shield with brightness and temperature sen-
sors

b: Soil Moisture Sensor

Figure 10: Sensors of the AgriSenseBox

4.2 Software

This section describes the software, which was developed to control and operate the
sensor platform. First it describes the implementation of the AgriSenseBox components,
later it illustrates the RESTful service.
To develop the software running on the MU, the Integrated Development Environment
(IDE) of Arduino was used. The IDE is available for the most operating systems on
the arduino website. Source code of the platform is written in C or C++, compiled and
uploaded to the microprocessor on the Main Unit. The community behind arduino has
already created software libraries to support a lot of devices, which can be connected
to an Arduino-based board. These libraries can be of use when adding a new sensor
to a sensor platform.

The sourcecode developed in this thesis can be found in the following version con-
trol system:
https://subversion.ifgi.de/thesis-demuth/
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4.2.1 Software Components

This part illuminates the four components of the AgriSenseBox, which were defined in
the design of the sensor platform in section 3.3.3.

Sensor Component The Sensor Component uses the inheritance pattern. Each spe-
cialised sensor –like a thermometer– is a subclass of the abstract Sensor class. The
Sensor class defines attributes and methods which are inherited by all subclasses. At-
tributes and methods provided by Sensor can be seen in figure 11. Some of them are
depicted in the following.

pin is an integer that describes the hardware input pin of the sensor platform
where the signal of the sensor can be received.
The attribute observedProperty is an array of characters that describes the URI
to a specification of the measured property, for example an Uniform Resource
Name (URN) urn:x-ogc:def:property:OGC::Temperature
previousSeconds is an unsigned long which stores the timestamp of the latest
measurement. Adding its value the unsigned integer samplingTimeInterval the
timestamp of the next measurement can be calculated.
The method process() has to be implemented in the SpecialSensor class. The
implementation has to be capable of transforming the raw data submitted by the
sensor to the input pin of the sensor platform, into a value. The measurement
has to be taken when the current timestamp matches the timestamp calculated
from previousSeconds and samplingTimeInterval.

Position and Time Component This component is responsible for determining the
sensor platform’s position in time and space. To do so, the component retrieves the
current location and the current time from the GPS device. The GPS time is used for
an internal clock, since the MU is not providing one. The time is synchronized in
regular intervals. The component is based upon the Arduino Time Library16 and the
Satellite Count Mod17 of the Tiny GPS Library18.

16http://www.arduino.cc/playground/Code/time
17http://www.roguerobotics.com/wikidocs/code/arduino_tinygps_satellite_count_mod
18http://www.arduiniana.org/libraries/tinygps/
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Figure 11: Class Diagram of the Sensor Platform
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Web Service Component The Web Service Component is based upon the Tiny Web
Server Library19 to provide a RESTful Service and EthernetDHCP to acquire an IP-
Address from a Dynamic Host Configuration Protocol (DHCP) service. The component is
responsible for the communication with the client. The Internet Protocol (IP)-Address
can be set manually, if no DHCP service is available. The EthernetDHCP-library is not
necessary in this case.

Main Component The Main Component integrates the configuration of all other
components. It is the component where the configuration of the whole AgriSenseBox
can be changed. It implements the setup of the sensors as well as the configuration of
the Web Service Component.

4.2.2 RESTful Service

The RESTful service is provided by the Web Service Component which was illustrated
previously. The service enables the access on sensor resources by URI. This can be
done with a web browser, cURL20 or any other program supporting HTTP. The current
implementation of the sensor platform only supports the GET-method. To access data,
the address of the sensor platform has to be known. The URI scheme used by the
sensor platform is depicted in section 3.3.4. When a resource is requested, the RESTful
service maps the get-request against the URI scheme. If the requested resource fits a
resource supported by the AgriSenseBox the corresponding data is delivered. If not,
the client is redirected to the entry point of the AgriSenseBox.

4.3 Data Output

This section describes the output of the sensor platform. At the current state of work
two different kinds of output are possible. On the one hand stands the entry point of
the sensor platform, which lists all available sensor resources of the sensor platform,
on the other hand is the data element which represents the latest measurement of a
sensor resource. The attributes of each attached sensor can be discovered and evalu-

19http://www.webweavertech.com/ovidiu/weblog/archives/000484.html
20http://curl.haxx.se/
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ated automatically by analyzing the information given in the entry point and the data
element of the sensor platform.

Entry Point

The entry point displays a collection of sensors. It lists the ID of each sensor as well
as a URI to a sensor description and a URI to the sensor resource.

Figure 12: Data found behind the Entry Point

Listing 1 shows a sample output of the entry point. The output format is JavaScript
Object Notation (JSON)21. JavaScript Object Notation (JSON) has the advantage of
being more compact than XML. It is a lightweight text-based data exchange format;
read- and writable for humans as well as parse- and generatable for machines [13].

The sensorDescription URI points to a file or a service which holds a file that is identi-
fying the sensor. This identifier can be a static file in SensorML or StarFL or a dynamic
web service. The web service creates a sensor description corresponding to the sensorID

and possible additional parameters, for instance the file format. This service could be
managed by the manufacturer of the sensor. With the sensorDescription URI the facts
of each sensor can be discovered. It points towards a service which holds a sensor
description. The sensorResource URI points towards the data element of the specific
sensor.

21http://json.org/
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Listing 1: Sample output of the entry point

{
" s e n s o r s " : [

{
" s e n s o r I D " : " 1 6 8 0 7 " ,
" s e n s o r R e s o u r c e " : " ht tp : / / 1 9 2 . 1 6 8 . 1 7 8 . 3 4 / 1 6 8 0 7 " ,
" s e n s o r D e s c r i p t i o n " : " ht tp ://www. dustindemuth . de/

p h o t o c e l l . xml "
} ,
{

" s e n s o r I D " : "2856 DBA4030000EF " ,
" s e n s o r R e s o u r c e " : " ht tp : //1 92 . 168 . 178 .34 /28 56 DBA4030000EF

" ,
" s e n s o r D e s c r i p t i o n " : " ht tp ://www. dustindemuth . de/ds18b20 .

xml "
} ,

]
}

Data Element

The data element represents the sensor’s latest measurement, encoded in a way aligned
to the Observations & Measurements standard, which has been illuminated in section
2.2.2. The output is, like the output of the entry point, formatted in JSON instead of
the typical XML-representation. This small change saves storage and bandwidth. The
data element is generated by using a template which is stored on the sensor platform.
A sample output of sensor data can be found in listing 2. Timestamps of the latest
measurement and the next measurement which has to be performed are submitted
in the HTTP-entity-headers Last-Modified and Expires. The format of the timestamps
is conform to the HTTP standard [16]. This enables a service, which is querying the
data, to detect the time when the next measurement will be available.
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Listing 2: Sample output of sensor data

{
" OM_Measurement " : {

" r e s u l t T i m e " : {
" T i m e I n s t a n t " : {

" t i m e P o s i t i o n " : "2012−02−26T12 : 4 9 : 1 9Z"
}

} ,
" o b s e r v e d P r o p e r t y " : " urn : x−ogc : def : property :OGC: : Temperature

" ,
" p r o c e d u r e " : "2856 DBA4030000EF " ,
" f e a t u r e O f I n t e r e s t " : {

" S F _ S p a t i a l S a m p l i n g F e a t u r e " : {
" t y p e " : " ht tp ://www. opengis . net/def/

samplingFeatureType/OGC−OM/2.0/ SF_SamplingPoint " ,
" s a m p l e d F e a t u r e " : nul l ,
" s h a p e " : {

" t y p e " : " Point " ,
" c o o r d i n a t e s " : [

51 .97695159 ,
7 .56405019

] ,
" c r s " : {

" t y p e " : " name " ,
" p r o p e r t i e s " : {

" name " : " ht tp ://www. opengis . net/def/ c r s /
EPSG/0/4326"

}
}

}
}

} ,
" r e s u l t " : {

"uom " : "degC " ,
" v a l u e " : 20 .25

}
}

}
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5 Discussion

This section discusses and evaluates results of a seven day indoor application of the
proposed sensor platform. Later it illustrates limitations in connectivity, accuracy and
other considerations which have to be taken into account.

5.1 Application

The AgriSenseBox has been tested in an indoor application (Figure 14). The sensors
were analyzing soil moisture, air temperature and brightness at the location of a rose-
mary (bot.: Rosmarinus officinalis). Even though the testing location was located under
a roof, a GPS signal could be received in most cases. The sensor platform was con-
nected to the local WLAN. Power was supplied by wall power supply. The sensor
platform was able to show the current state of a sensor’s domain. When interacting
with the domain (e.g. by shadowing) the output changed according to the interaction.
The output of the sensor platform was monitored once per day for one week. It can
be seen in table 5 and is visualized in figure 13.

Day Bright.(h) Temp.(DegC) Soil Moist.(%) Comment
1 220 20.56 76 Bright Daylight, watered the day before
2 224 19.56 71 Bright Daylight
3 370 20.19 77 Moisturized by spraying
4 259 19.78 71
5 10 19.12 64 Late Evening, soil still feels moist
6 358 19.50 50
7 211 19.87 37

Table 5: Seven day test-case with an indoor rosemary

The plot in figure 13 visualizes the three values which have been measured in a
seven day series. It is visible, that the properties soil moisture and brightness are
frequently changing, whilst temperature remains almost constant. Soil moisture is
continuously decreasing since moisturizing on day one and day three. Brightness is
varying, due to changing daylight. The measurement at day five was made at night,
were no daylight was available. The temperature is constant at around 20 ◦C, because
of the indoor use case. In an outdoor environment, the temperature profile for this
week would be visible.
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Figure 13: Plot of the test data

The Rosemary is a plant which likes dry conditions. The conditions of the rosemary
could be optimized, by less watering, which makes the second moisturizing at day
three dispensable. It might even harm the plant.

After deployment and successful startup, the sensor platform is ready to deliver
data. It can receive up to four synchronous connections from clients. As already men-
tioned in section 3.3, the address of the platform has to be known. This might be tricky
if the address administration is out of your control or addresses are dynamic and tend
to change frequently. Finding the address can be managed in at least two ways: a)
prepare a list of all sensor platform addresses when deploying the sensor platform
(and take care of changing addresses), b) continuous scanning of the sensor network
of interest, by iterating through all possible addresses and interpreting the response.
The interpretation might be done by deciding, whether the output is a JSON-element
containing a sensors-object or not. If it is, the just scanned object is a sensor platform.
Depending on the amount of possible addresses in the network, method b) takes a
long time, but offers the possibility to discover new sensor platforms (or rediscover
platforms where the address has changed) automatically.
In both methods the address of the platform is added to the clients sensor platform ad-
dress pool. The client connects to the entry point of the sensor platform and receives
a list of sensor resources and sensor descriptions. It resolves the sensor description
and stores the necessary parameters. If successful, the client knows which sensors are
connected to the platform. If a sensor is of interest, the client accesses the correspond-
ing sensor resource and receives the data element. It has to parse the O&M-JSON
output of the data element to get the current measurement of the sensor. The client
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Figure 14: Indoor use of the sensor platform
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has to process the timestamp which is submitted in the Expires header of the current
data element, to receive information about the availability of the next measurement.
After iterating all sensor resources which are of interest, the client should disconnect
from the platform to free a socket. It has to reconnect to the platform, when the
Expires-timestamp is reached to receive a the new measurement.

5.2 Limitations

The application of the proposed WoT integrated sensor platform is limited. Due to
cost-reduction and technical possibilities restraints in connectivity and accuracy had
to be accepted. This section gives a detailed overview on the consequences resulting
from these design decisions.

5.2.1 Connectivity

The sensor platform is only equipped with an ethernet port. It is not WLAN-enabled
from default. This can be solved with a WLAN-bridge, as stated in the definition of the
CU in section 4.1.2. The additional hardware needs additional power. A measurement
resulted in about 2.2 Watt higher power consumption than the platform would need
without the bridge. The manufacturer of the bridge specified the power consumption
with 1.5 Watt.
WLAN coverage is scarce in rural areas. Additional access-points have to be installed
to ensure sufficient network coverage. This results in higher costs for constructing the
sensor network. Each access-point requires a power supply.

A further possibility of integrating the sensor platform into a network is the use of
WWAN. WWAN have the advantage of good network coverage, even in rural areas.
The network is, in most cases, supplied by a mobile phone network provider. There
is no need of adding additional access points. The disadvantage of this solution is the
trend of using Network Adress Translation (NAT) in this mobile networks. In a NAT
the mobile network of this cell assigns unique addresses to the devices which can only
be reached from within this network, instead of an external reachable address. All of
this internal addresses are mapped on a single external address. It is possible to reach
the external network from the internal network, but it is not possible to reach a certain
device within the network from the external network. This problem can be circum-
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vented by using a Virtual Private Network (VPN) which creates a network tunnel to
a third network. This network would assign an address to the sensor platform which
can be resolved from external networks. This solution has been used in the Sense-
Box project [10] to which this thesis is aligned. This solution has higher hardware
requirements and could not be integrated into the proposed sensor platform.

5.2.2 Accuracy

The sensors used in this project are very simple self-made constructions. They do
not satisfy scientific accuracy and are not according to common standards for mea-
surement. The soil-moisture and the brightness sensor are interpolating a measured
voltage to a value between 0 and 100, respectively 0 and 1000. Precise sensors which
would fit scientific needs would be to cost intensive for this study. Nevertheless the
sensors mentioned above are providing data which is related to their domain. Changes
in the domain (i.e. less light or more water) can be detected. In addition the sensors
are –in more experienced variants– sufficient for an agricultural use-case if there is to
decide whether an an area needs watering or more light. Creating accurate sensor-
descriptions of the self-made-sensors is complex, as each sensor has to be calibrated in
a testing environment, to determine its precision. However, the sensors are sufficient
for a proof of concept.

5.2.3 Other Considerations

The sensor platform is limited in RAM, ROM and processing power, which requires
a low memory footprint of the developed software. In addition persistency is not
integrated into the current solution. The AgriSenseBox is not capable of storing mea-
surements; a concept to do so has to be developed in the future. In this case stored
data could be requested using the RESTful service.
Power consumption is another important point in sensor applications. It is expectable
that power consumption can be minimized by using advanced sensors and a special-
ized more clever PCB-design of the sensor platform. The current modular approach is
good for prototyping, but not usable in practice.

36



6 Evaluation

6 Evaluation

This section evaluates the proposed sensor platform and draws conclusions from the
developed platform. To show perspectives for future works, a short overview on
possible improvements is given.

The proposed “Web of Things Integrated Sensor Platform for Precision Agriculture”
shows an alternative method of automated data retrieval from sensors. It enables ac-
cess to sensor data by using a RESTful architecture. Meta data on sensors can be
discovered by resolving and analyzing the sensor descriptions. Sensor data is anno-
tated with important information which is describing the current measurement. The
collected data can be accessed without limitations. The objectives, which where set in
the introduction of this thesis have been achieved.
The sensor platform requires 4.5 Watt in wireless mode, 3.3 Watt in cabled mode. A
solar panel and an adequate battery can match this power consumption. Neverthe-
less the power consumption can be considered as too high for outdoor applications.
Indoor use, in large greenhouses for instance, would be a more fitting application for
the platform. Indoor use would even solve the wireless network coverage problem,
stated in section 5.2, since it is more easy to provide a well-covered WLAN or power
infrastructure. The costs of equipping greenhouses with widespread network access
can be considered as smaller than equipping outdoor areas, due to scale. Apart from
WLAN, the convenient LAN can be taken into account. In cabled LAN, Power over
Ethernet (PoE) can be used. PoE describes a technique where power is transmitted on
the network cable. This can be used for devices with low power consumptions up to
15.4 W [25]. The sensor platform would only need one cable for both network and
power, which would increase flexibility.

New sensors can be added to the platform with ease, but still require configuration.
The platform has to be told which sensor is connected to which port or pin of the Main
Unit. Each sensor type requires an own class definition to deal with incoming data. In
addition, the URI of the sensor description has to be defined for each sensor type in
the according class definition.
The costs of this platform add up to 185 Euro plus working materials (resistors, cables,
etc.). A detailed list of costs can be found in table 6.
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Item Costs (EUR)
Arduino Mega 41.00
GPS 27.73
Ethernet Shield 38.49
WLAN-Bridge 24.69
Power Supply 48.00
Small Parts 5.00
Total 184.91

Table 6: Hardware costs of the prototype

6.1 Future Work

In future, additional components can and should be added to the sensor platform.
At the current state of work, the sensor platform consists of different modules for
controlling components like the Connectivity Unit and the Positioning Unit. These
components might contain functions which are not necessary for the sensor platform.
One unique sensor platform module, which combines the RESTful service and the
position and time component could be more flexible, smaller and faster.
Storage of measurements could be implemented, to provide persistency of data. This
includes methods of storing the data on SD-Card, as well as methods for querying the
stored data and development of additions for the RESTful service to handle queries
for the stored data.
Additional methods and structures for interaction with a sensor could be developed.
The part on the “URI-Scheme” in section 3.3.4 mentioned that there is a namespace
listing methods supported by the sensor. This listing is not implemented at the current
state of work. This has to be done in future, to make interaction with the sensor
possible. When doing so, concepts of access restriction to the control methods have to
be developed as well.

6.2 Conclusion

This thesis has shown a way to build a “A Web of Things integrated Sensor Plat-
form for Precision Agriculture” called the AgriSenseBox. The AgriSenseBox is a web-
enabled, RESTful sensor platform that uses well documented web standards to make
sensor data accessible. Attached sensors can be identified, due to links to sensor de-
scriptions. The utilized sensors are sufficient for monitoring a domain, even though
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there are limitations in accuracy. Apart from precision agriculture, the proposed plat-
form can be used in other applications due to its genericness, for instance weather
monitoring, home automation, air quality monitoring, pollution or radiation monitor-
ing. Different sensors for various use cases can be attached with ease. The Main Unit
of the sensor platform brings enough possibilities and processing power for upgrad-
ing, enabling it to fulfill even more complex use cases.
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